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1. INTRODUCTION

Nanoscopic magnetic systems are composed by magnetic
particles or agglomerates with at least one dimension with
characteristic size of the order of nanometers. One can
find systems with nanometric particles distributed in solids

*Author to whom correspondence should be addressed.
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(also_known as granular solids), or liquids (also called
magnetic fluids or ferrofluids). In the case of granular
solids, the matrix in which the nanoparticles are immersed
can be an electric insulator or a conductor, crystalline
or amorphous; and can have several phases of different
materials. Therefore, physical properties of the nanopartic-
ulated systems can be tailored for specific purposes in aca-
demic or technological research. One can easily highlight
the ‘use of nanoparticles to obtain enhanced hard magnets,
soft magnetic materials with lower energy losses and rapid
magnetic response at variable magnetic fields, magnetic
microsensors, and a myriad of applications, as in medi-
cal diagnosis, catalysis, magnetic liquids for drug delivery,
pigments for painting and ceramics, among others."*? One
can also naturally find magnetic nanoparticles in some ani-
mals or bacteria.*® Furthermore, the huge impulse that
research in nanostructured magnetic systems has received
in the last years comes from the enormous prospectives
of their use in magnetic recording technology, either in
the design of better recording heads or in the develop-
ment of high density magnetic media, which would use
the direction of the magnetic moments of the individual
nanoparticles arranged in a disk surface.’

Ultrafine solid particles can be prepared by means of
several methods, such as chemical reduction, colloidal
routes, vapor deposition, sputtering, melt-spinning, elec-
trodeposition, mechanical alloying.!'*® The final nano-
structure can be tailored by further annealing, either in
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conventional ovens or by Joule heating.” ! The nanostruc-
tured systems that are thus created display a broad vari-
ety of interesting physical properties, which, together with
their technological relevance, make them a unique set for
studying a diversity of interesting problems in solid state
physics, such as superparamagnetism;''~'* grain nucle-
ation and growth kinetics,'* !> spin glass behavior,'%7
exchange bias,'®?° competition between different; mag-
netic energies.?’ Also, the interest in magnetic gran-
ular systems was reinforced by the discovery, of 'giant
magnetoresistance (GMR) in artificially grown layered
structures.’® The field of magnetotransport phenomena has
been continuosly growing, and some metal-insulator com-
posites have shown interesting magnetotransport properties
such as tunnel magnetoresistance (TMR),*' or giant Hall
Effect (GHE).*?

In order to design better materials for specific appli-
cations, it is fundamental to understand the intrinsic but
intricate relationship between the macroscopic magnetic
properties and nanostructural features. However, most fre-
quently the nanoscopic systems are composed by crystal-

lites randomly dispersed within a matrix, with ‘a rather"

large dispersion of grain sizes and interparticle distances.
Furthermore, the lack of homogeneity of the nanocrystals
(both in shape and composition), allied with the unavoid-
able magnetic interactions among the magnetic entities,
usually complicate the analysis and interpretation of the
observed magnetic properties.""*>3 In an effort to better
understand these complex issues several groups started to
synthetize magnetic nanoparticles by means of chemical
methods, which allows one to obtain rather narrow particle
size distributions. As an advantage over other fabrication
procedures, such methods usually provide a coating of
the nanoparticles that prevents the direct contact among
nanoparticles, leading to novel samples with interesting
properties. By using Langmuir-Blodgett techniques some
groups obtained organized arrays of nanoparticles.>>
Such samples rule out the complications introduced by
positional randomness and therefore they provide an excel-
lent platform to study the dynamics of the magnetization
of a collective behavior caused by magnetic interactions.*’
It is worth mentioning that magnetic interactions indeed
play an important role in the magnetic behaviour of these
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systems. In fact, the specific collective state induced by
the interactions in a given system depends on its struc-
tural features—mainly concentration of particles and their
geometrical and size distribution—and on the nature of
the matrix (metallic or insulating). In the case of granular
systems with essentially dipolar interactions, there are evi-
dences that small closed-flux structures can appear, leading
to a sort of superferromagnetic state.'":*! It is possible, in
some specific cases, to obtain phenomenological expres-
sions relating-individual and collective properties of inter-
acting nanomagnetic systems.

In this review we present a brief introduction to the
phenomenology of superparamagnetism. We discuss few
fundamental concepts, starting from the expected proper-
ties of a single particle. Thus, the expected behavior of
non-interacting nanoparticle ensembles, considering real
size distributions. The role of dipolar magnetic interac-
tions and surface effects will also be discussed. An outline
of the current research on granular magnetic systems will
be given, with a brief revision of the basic theories, and
some illustrative examples that have been studied by our
research group.

.2. SUPERPARAMAGNETISM: BRIEF
""IINTRODUCTION

Attempts to produce tiny dispersions of magnetic materials
in metals have been done since the 1930s.4>%* Apparently,
the first modelization of a nanometered-size particle was
done by Kittel in 1946.* From the very beginning, the
models considered that the magnetic moment would follow
an Arrhenius law, with a characteristic relaxation time 7,
as will be described below. Nevertheless, the determination
of 7 was only solved by Néel,** in 1949. He supposed that
each nanoparticle was formed by rigidly aligned spins that
rotate coherently during magnetization reversal, consider-
ing the case of uniaxial anisotropy when the energy bar-
rier is much larger than the thermal energy of the system.
The equivalence with a gyroscopic system allowed him
to derive an expression for 7, as a function of gyromag-
netic ratio, longitudinal magnetostriction constant, Young
modulus, energy barrier and thermal energy. He estimated
characteristic time relaxation to be of the order of 10710 s,
in agreement with available experimental data.

J. Nanosci. Nanotechnol. 8, 2836—-2857, 2008
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When the size of a particle composed by magnetic
atoms is small enough, the energy necessary to divide itself
into magnetic domains is higher than the energy needed
to remain as a single magnetic domain, or monodomain.*®
The magnetic properties of an assembly of monodomain
particles is studied within the framework the so-called
superparamagnetic theory, name coined by Bean and
Livingston*’ in analogy to paramagnetic systems. The first
assumption of the superparamagnetic theory is to consider
that all the magnetic moments within the particle rotate
coherently, i.e., the net magnetic moment can be repre-
sented by an single classical vector, with magnitude u =
W N, where u,, is the atomic magnetic moment and N is
the number of magnetic atoms that compose such particle.
The simplest assumption is to consider an effective uniax-
ial anisotropy K, which leads to an energy barrier to the
magnetization vector which is proportional to KV, where
V is the volume of the nanoparticle. It is important to
remark, however, that in ultrafine particle systems surface
effects can be very important. In such case the magnetic
relaxation does not proceed by coherent rotation of ‘the
spins within the particle. The influence of the surface will
be commented in detail in Section 5.

For a single domain particle with uniaxial anisotropy
the magnetic energy can be considered as

Ey = KVsen®6 — wH cos(a — ) (1)

where, as illustrated in Figure 1, 6(«) is the angle between
the magnetic moment of the particle (applied field) and
the easy axis, KV is the energy barrier that separates both
equilibrium states for zero applied field, i.e., 6 =0 and 77,
and H is the applied field. In absence of external pertur-
bation, the particle magnetic moment can stay in any of 4
the two equilibrium states.

. o T l
The relaxation of magnetization of these parti¢cles can ‘"

be described by an Arrhenius-type law: Lk

M(t) = Myexp(—1/T) 2)

() (b)

Easy axis

>
<
[11]
0 S AE=KV(1-HM/2K)
0 90 180
0 (degrees)

Fig. 1. (a) Definition of the axis system for a fine particle and (b) the
angular dependence of the energy barrier for zero external field (con-
tinuous line) and for a field value lower than the coercive field (dashed
line).
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where M, is the initial magnetization and 7 is the charac-
teristic relaxation time. Such relaxation time is a function
of the energy barrier and the temperature:

T =Toexp(Eg/kgT) = 7oexp(KV /kgT) (3)

where kg is the Boltzmann constant, and 7, is inversely
proportional to the jump attempt frequency of the parti-
cle magnetic moment between the opposite directions of
the magnetization easy-axis. The 7, values can be exper-
imentally determined and theoretically calculated;*46-43
ranging*® between 107°-10'" s. When a magnetic field is
applied, the total energy barrier is given by Eq. (1), the
Arrhenius law has an energy barrier lower than KV, as
shown in Figure 1.

In granular systems the observed magnetic behaviour
strongly depends on the value of the characteristic mea-
suring time 7, (the time window) of the employed exper-
imental technique with respect to the intrinsic system
relaxation ‘time 7, associated to the energy barrier. This
time window varies from large values, as in magnetiza-
tion measurements (typically 100 s) to very small ones,
like in) Mossbauer spectroscopy (1078 s). If 7., >> 7 the
relaxation is faster than the magnetization orientation
observed in this time window, allowing the system to
reach thermodinamical equilibrium. The nanoparticles are
considered to be in the superparamagnetic regime. On the
other hand, if 7> 7, the system relaxation proceeds
very slowly, and one can observe quasistatic properties
as in ordered magnetic systems. Such nanoparticles are
in the so-called blocked regime. The temperature that
divides both regimes is called blocking temperature Ty,
and depends on the characteristic measuring time 7,
(defined by 7, = 7). Ty is associated to the energy bar-
[rier, and for this reason it increases when the particle size
increases.

Let us define a critical volume V_; at a certain constant
temperature T,, which requires 7,, = 7 in Eq. (3):

In 10?

KV_.
InT=Inr+— =1 4)
In10~8

Therefore, for 7,, = 100 s (a typical measurement time

for conventional magnetometry). One has
25kgT

crit ~ KB (5 )

for a given measuring time it is possible to define the

blocking temperature T, i.e., for a certain fixed volume
V =V, one also sets 7,, = T:

In10?
KV,
1nT=lnTO+—kT0= (6)
P 1o
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For 7,, = 100 s one obtains the well-known result:

KV,
T, ~ —2

A 7
5~ 35k, ™)

The critical volume for superparamagnetism is directly
proportional to the temperature, i.e., the higher the tem-
perature, the higher the critical size of the particles; all
particles which are smaller than the critical size are in the
superparamagnetic regime, i.e., if the system has a grain
size distribution, when temperature is increased, more par-
ticles fall into the superparamagnetic regime. From Eq. (6)
one sees that the blocking temperature is directly propor-
tional to the volume of the particles and its anisotropy
constant. In other words, the bigger particles become
superparamagnetic at higher temperatures.

It is possible to perform measurements of the block-
ing temperatures for diferent time windows, by means of
Mossbauer spectroscopy, AC susceptibility, and ;SQUID
magnetometry.* When such measurements are performed
on nanoparticles dispersed on a polymer, in such a;way
that the interaction among particles becomes negligible, it
is possible to corroborate that in very diluted systems the
behavior predicted by Eq. (2) is indeed in good agreement
with experimental results.

Although apparently simple, the complexity of the prob-
lem makes that exact solutions only exist for limiting
cases, such as 7= 0 K, for fully-blocked particles (known
as Stoner-Wohlfart model®), or for T > Ty, for a fully
superparamagnetic system. The problem becomes even
more complicated if one considers magnetic interactions
among particles, as the ones evidenced in several real sys-
tems using different experimental techniques.!®!!-16:51.52
Only in the last years, with better computationalisystems
and recent developments in statistical physics, it-was pos-
sible to make realistic simulations in many-body systems
by means of Monte-Carlo techniques.’*> There are many
simulation models that use different approaches to the
problem, and the literature is full of inconclusive results,
or even contradictory ones. For example, a still open prob-
lem is the role of interactions on the blocking temperature.
The majority of simulation results agree that magneto-
static interactions lead to an increase in Ty, in agree-
ment with experimental results,>7 but some results are
contradictory.'!

In order to verify if a system behaves as an ideal super-
paramagnet, one should initially analyze three aspects:

(i) if the reduced magnetization (M /M), plotted as a
function of My(H/T), results in an universal curve, known
as “classical scaling law of superparamagnetism” (see
Section 3.1 below),

(ii) if the magnetization isotherms are anhysteretic (see
also Section 3.1), and

(iii) if the fitted size distribution is (almost) temperature
independent (see Section 3.2).

2840

3. NANOPARTICLE ENSEMBLES
3.1. Langevin Equation

Let us consider an ensemble of magnetic monodomain
particles, each with a magnetic moment p and negligible
anisotropy. Despite the fact that the magnetism is basically
a quantum effect, one can treat the magnetic moment u as
a classical vector, because every atom’s magnetic moment
within each particle is considered to be ferromagnetically
coupled, and rotating coherently (in unison). Therefore,
the statistical treatment of this system can follow the same
classical formulation of the paramagnetism, considering
bigger magnetic moments (typically of thousands of Bohr
magnetons). Let us consider that the system is at a tem-
perature 7', under a magnetic field H, and that the thermal
equilibrium was already reached. At this temperature all
particles are in the superparamagnetic state (KV < kgT)
and we can consider only the second term of Eq. (1).
Therefore, 'one has now a Boltzmann distribution of the
moments i relative to the field H. Each magnetic moment
has'a certain potential energy Eg, given by

Eg=—u-H=—pHcosf (8)

The number of moments between 6 and 6+ d6 to the
field H is easily found. In the absence of a field the number
of vectors passing through unit area of the sphere surface
is the same at any point on the sphere surface. Therefore
dn is proportional to the area dA = 2msinfd6 (for a sphere
of unit radius) multiplied by the Boltzmann factor

dn = KdAexp[—E,/kpT]
= 27 Cexp[(uH cos 0)/kgT]sin 6d6 9)

' where C'is a proportionality factor, determined by the con-
dition ﬁO" dn = n calling a = uH /kgT, one obtains:
™
27C [ exp(acos 8) sin §d6 = n (10)
0
By multiplying the number of the magnetic moments
dn and the contribution u cos 0 of each moment, and inte-
grating over the total number of magnetic moments, one
obtains the total magnetization M:

sz pcosfdn (11)
0

M = 27TC[.L/ exp(acos ) sin 6 cos Hdo
0

n [, exp(acos ) sin 6 cos d6

N 12
fow exp(acos 0) sin 6d0 (12)

M =nu(cotha—1/a) (13)

where nu is the maximum magnetization value that the
system can reach, which corresponds to the perfect align-
ing of the all magnetic moments to the external field.

J. Nanosci. Nanotechnol. 8, 2836—-2857, 2008
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This magnetization corresponds to the saturation magneti-
zation Mj:

M H ko T H
— =coth AN T (B2 (14)
My kT ) wH kT

where L is the famous Langevin function. From Eq. (14)
one sees that it is very easy to check if a system is super-
paramagnetic or not. One just has to make measurements
of magnetization versus magnetic field at some tempera-
tures. Plotting all the measurements in a graph of M /M
versus H/T one expects all curves to converge to a sin-
gle universal one (Langevin’s curve), if the measurement
temperature is above the irreversibility temperature. In real
systems, however, there are several reasons for not obtain-
ing a good fit of an experimental curve, such as the exis-
tence of a distribution of grain sizes, a random anisotropy
axis distribution, surface anisotropy, or interparticle mag-
netic interactions.

These factors affect the expected magnetic response of
the system if the thermal energy is not high enough to
“erase” its effects. In some cases, even having an almost
ideal particle system (noninteracting, narrow 'size'distribu-
tion), when thermal energy is much bigger than the total
anisotropy of the particle, the proposed scaling law does
not work properly. In these cases the inversion of the mag-
netization does not involve coherent rotation of the spins of
the particle.® At very high temperatures the surface of the
particle can “disconnect” from its core, relaxing in a dif-
ferent way. This is usually manifested as a bimodal behav-
ior in the curves of magnetization versus applied magnetic
field, in which it is observed an expected Langeving-like
behavior plus a linear component of the magnetization cor-

responding to the surface. It is possible, in many cases,

to subtract the linear component. Nevertheless, when tem-
perature is increased, the particle’s core begins “to disarm
itself” losing spins that behave as those of the surface..For
this reason it is necessary, to recover the scaling law, to
plot M /Mg versus HM/T.

In the case of systems with interparticle interac-
tions, an apparently good fit of the magnetization curve
to the Langevin equation often leads to inconsistent
results.51-63

3.2. Initial Magnetic Susceptibility

The initial susceptibility of a monodomain particle with
volume V, uniaxial anisotropy K and saturation magneti-
zation My is:

(i) T > Ty: The particle is superparamagnetic and its
magnetization is given by the Langevin function. For small
values of a, i.e., low magnetic fields or high temperatures,
the Langevin function can be expanded as a power series
L(a) = a/3—a®/45+2a°/945 — - -+, and for a — 0 the
Langevin function can be approximated by a straigh line
with slope a/3. Thus, the particle magnetization is given by

J. Nanosci. Nanotechnol. 8, 2836—-2857, 2008

Nu’H
3k, T

M(H,T)= (15)
and the initial susceptibility for the superparamagnetic par-
ticle x,, = M/H results x,, = Nu*/3kyT, being p = MgV
the particles magnetic moment, and N = 1/V the density
of particles per unit volume. Therefore

MgV
Xo = 30, T

(16)

which is the well-known Curie law.

(ii) T < Ty: The particle is blocked and its magnetization
orientates itself in order to decrease the free energy. It is
interesting to observe that this process is strongly affected
by the magnetic history of the ensemble. In case of that the
particles magnetic moment is randomly oriented, the initial
magnetization can be calculated by minimizing the Eq. (1).
By doing so one obtains the particles initial susceptibility
given by: M,

Xbt = (2/3)7 (17)

a

where H,'is'the so-called anisotropy field, H, = 2K /Mj.
The initial susceptibility is therefore

M2

K (18)

Xoi =

3..Grain Size Distribution and
Measurement Techniques

Real particle systems have particle size distribution. For
instance, a transmission electron microscopy (TEM) image
of a sample composed of almost periodically arranged
Co nanppartlcles immersed on a SiO, matrix is shown
in Figure 2. Details of sample production can be seen in

' Ref. [64]. The particle size distribution (see Fig. 2) was

obtained. measuring the particle sizes in images of sev-
eral different parts of this sample, and is well fitted by a
Gaussian distribution, giving an average diameter of 3 nm.

For each particle size distribution there is its correspond-
ing particle moment distribution. For a given magnetic

(D)=3.0nm

Count

D (nm)

Fig. 2. Cross section TEM image of the granular multilayer (left). The
average diameter of the particles is 3 nm, as shown in the size distribu-
tion (right). Reprinted with permission from [119], J. C. Denardin et al.,
Physica B 384, 290 (2006). © 2006, Elsevier.
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moment distribution, f (), the macroscopic magnetization versus T. The former curve gives one information about
is given by:% 6 the energy barrier distribution. When the anisotropy is pro-
portional to the volume, as in the present case, it is pro-

M(H,T)= /w ML(ﬂ>f(M)lev (19) portional to the size distribution profile.?

0 kgT It is possible to directly follow the time relaxation of
the magnetization in order to extract relevant information
on the energy barriers (see more details in Section 3.8).
Another useful experimental technique is the AC suscep-
tibility, where different frequencies of the excitation field

In order to apply Eq. (19) to experimental data one
has to consider an appropriate distribution function for the
magnetic moments. Electron microscopy images indicate
that the size distribution in granular systems often follows

a log-normal distribution function of the type:*1: are employed to investigate the relaxation process. When
the frequency changes, the number of nanoparticles that

N In® (/o) follow the oscilations of the magnetic field vary, thus mod-

f(w)= \/ﬁex [—T] (20) ifying the magnetic response.> One technique that pro-

vides a new frequency window is the transversal dynamic

Based on the given definition, the mean magnetic susceptibility,® which is the variation of the magnetiza-
moment is given by (i) = u,exp(c?/2). In this way, the  tion due to a small alternating magnetic field, applied
parameters u, and o can be obtained through appropriate perpendicular to the DC field. The advantage of such tech-
fits to the experimental magnetization curve. Moreover, if =~ nique is the possibility to perform measurements in the
one considers that the particles have spherical shape, it/ )/ [radio frequency (RF) range, and the capability to dis-
is possible to obtain size distribution, particle density and close the singularities of the magnetization curves in the

average distance among them.% anisotropy field H,.®® In fact, magnetization dynamics is
The basic characterization technique is' the measure- one of ‘the Key issues of magnetic materials for novel
ment of the magnetization as a function of tempera- data storage devices. The magnetization dynamics of two-

ture or applied external field (hysteresis loop). The first  dimensional (2D) devices employed in magnetic random
procedure is usually done following zero-field-cooling access memories (MRAMs) is determined by the 2D mag-
(ZFC) and field-cooling (FC) magnetization measurement  netization switching properties, because the MRAM cells
protocols, which indicate the mean blocking tempera- require a magnetic field that is applied in the plane of the
ture and also provide information on the particle size device: In addition, the study of two-dimensional magnetic
distribution.'>%" Figure 3 shows a typical curve from a switching behaviour enables one to determine the critical
ZFC-FC measurement of a sample of Co-Ni-B particles - curve,® which provides information about micromagnetic
dispersed in a polymer,%® where one can distinguish three  and structural properties of magnetic systems.”
characteristic temperatures: the blocking temperature (7g), Another technique widely used in the study of super-
as the temperature of the maximum of the ZFC curve; the =~ paramagnetic systems is the Mdssbauer spectroscopy,
irreversibility temperature, which is the temperature'where" | | which Uses the resonance of certain isotopes (the most
the ZFC magnetization curve departs from the FC one; and y . “important 'Fe) to measure the hyperfine magnetic field.
the temperature of the maximum of d(Mgc — Myc)/dT  Due to the relationship between magnetic moment and
Lt 'h'yl)erﬁne magnetic field one can get another view of
the nanostructured system.”"-’> An alternative use of the
o Ty —4—FC Mbossbauer spectroscopy is the thermal scanning, which
e ZFC provides information regarding Curie temperature’>’* and
------ d(Mype-Mec)/dT vs. T . .
fractions of magnetic phases.”

3.4. Typical Measurements for Magnetic
Characterization of Granular Systems:
ZFC and FC Magnetization Curves

MZFC/FC (arb. Units)

One possible way to measure the initial susceptibility
of a sample is by demagnetizating it at a temperature
higher than the blocking one (where all particle moments
. T are randomly oriented), and afterwards cooling it without
0 50 100 150 200 250 300 applied field down to a temperature much lower than Tj,

T (K) to finally apply a small field H,, to measure magnetization
Fig. 3. Typical ZFC-FC measurement of a sample of Co-Ni-B particles during the subsequent temperature rise. The obtained curve
dispersed in a polymer. The irreversibility temperature (7;,,) and the mean is called zero-field-cooled (ZFC) magnetization. One can
blocking temperature (7y) are indicated. obtain a complementary curve by doing the same process,
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but cooling the sample with a small applied field (called
field-cooled magnetization, FC). Both curves provide valu-
able information on the nanostructure.

The susceptibility of an ensemble of particles, with vol-
ume distribution p, (V) and uniaxial anisotropy K, was cal-
culated by Chantrell et al.”® The fraction of particles with
volumes between V and V +dV is given by p,(V)dV, that
can be obtained, for example, by a histogram built from
transmission electron microscopy (TEM) images, or Small
Angle X-ray Scattering (SAXS) spectra.” 77 Once the size
distribution is known, it is easy to obtain the mean particle
volume:

W)= vnvyav e

As defined above, for each temperature 7' there is a
critical volume V,(T) = 25k T /K, which marks the limit
between the superparamagnetic particles (V < V,(T)) and
the blocked ones (V > V_(T)). Thus, the contribution for
the susceptibility of the superparamagnetic particles can
be obtained using the initial susceptibility discussed in
Section 3.2,

Ve Ve ( M2V
Vv V)dv = :
[ xsvmwav = [ (5

)pm v (@)

and the contribution of the blocked fraction is given by

M?
3K

[ v =" (5 )nwiav @
When measuring zero-field-cooled (ZFC) magnetiza-
tion, one has to cool down the sample below 7. The sus-
ceptibility (M.-/H,,), for an applied field much smaller
than the anisotropy field (H,, < H,), can be written as

Mygc/Hy = (Mf V) [ vewav+ (M‘*z ) [ rn.av"

(24).. ]

3k T 3K

Equation (24) can be simplified by using reduced vari-
ables t; = Ty /(Ty) =V /{V) and t = T /(T}) (the symbols
between brackets indicating mean values).

(MZFC/MS)(3K<V>/MsHm)
T/(Ty) 00
=(KWV) kD) [ty p () dty [ py (1),
0 T/(Ty)
25 !
(Myzc/M)GK (V)M Hy) = = [ 1y-p, (1) dry

+/ Py, (1) dt,

’ (25)

The FC magnetization My is very similar to the expres-
sion for Mg, the contribution coming from the superpara-
magnetic particles being the same, and the contribution
from the blocked ones does not depend on 7. The only
difference is that the contribution from the blocked parti-
cles to the magnetization is not that of a random oriented
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magnetic moment ensemble, as in the case of ZFC. One
can assume it to be the magnetization value reached at the
blocking temperature Ty, i.e., Xy, (Tp)Hyy:

= [/t Pttty () [ 250011t
(MFC/MS)(3K<V>/MsHm)

=@5/0) [ty pat)dr 4 25(H/Hy) [ po(t)dr, (26

If one considers H, ~ H,:
13
(Mc/M)GK(V)/MH) = 25/0) [ ty-pa(t) diy

25 [ pu)dr,  @7)

It is easy to see that the difference between the FC and
ZFC curyes is basically that the contribution of the blocked
particles is 25 times larger in the FC than in the ZFC
curve. As previously discussed, the f(7g) can be related
to the distribution of particle sizes by the linear expres-
sion 25k, Ty = KV, where V is the particle volume. There-
fore one can obtain K by fitting the ZFC curves using a

1.2
x=0.28
dd 0.8 - K = 1.6 x10° erglcm®
S
S
=
it
B
S
=
' LT T T T T T T

1.6
12
3: - pEamam=====SSng
< o8t
=

K =1.7x10° erg/cm?®
04 6=0.32
0.0 ...====_# L L 1 L 1 L 1
0 50 100 150 200 250 300
T (K)

Fig. 4. Zero field cooled and field cooled curves measured for samples
of Co,(SiO,),_,, with x = 0.28, 0.45, and 0.52, respectively. The lines
are fits using Eqgs. (25) and (27) using a particle size distribution obtained
through SAXS experiments.
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Mram(T)/ Mrpm(0K)

x (T) (arb.units)

50 100 150 200 250 300
T (K)

Fig. 5. ZFC, FC, and TRM curves calculated with Egs. (25), (27) and
(28), respectively, considering a blocking temperature of 7, =30 K and
different particle size distributions (o = 0.1, 0.5, and 1).

proper distribution obtained by SAXS or TEM measure-
ments, for example. Figure 5 shows the result obtained by
fitting the above expressions to the ZFC and FC curves

measured with an applied field of 20 Oe in Co (S1Of)1 Coak
samples with three different Co concentrations.! As can’
seen in Figure 4, the superparamagnetic model is a good !,

approach to describe the ZFC and FC curves of the more
diluted samples. Moreover, although the effective mag-
netic anisotropy values obtained for samples are signif-
icantly larger than those expected for bulk samples, the
fitting procedure does not lead to large anisotropy values
for the more concentrated sample (see values in Fig. 4).
This behaviour clearly disagrees with the anisotropy size
dependence of the barrier discussed in Section 2, since
the mean particle diameter is larger for more concentrated
samples. A model that considers the effect of magnetic
interactions in 7 will be discussed in Section 4.2.

3.5. TRM Curves

Another type of interesting magnetic characterization is the
so-called thermoremanent magnetization (TRM), where
the saturation field is applied at temperature higher than
T. Then the sample is cooled down to a temperature lower
than Ty, where the field is switched off, and after around
100 s the sample magnetization is measured. A remanence
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curve is obtained by raising the temperature, where for
each value of T the very same procedure is performed.
Because H,, = 0, there is no contribution of any suscep-
tibility, so that one can assume that the magnetization of
the blocked particles is simply the remanent magnetiza-
tion M,:

(TRM/M) =0+ [ py(a)ds, — (28)

where the factor y depends on the mean orientation of the
randomly-distributed magnetic moments, and is 0.5 for an
hemisphere (uniaxial anisotropy). If the anisotropy were
cubic, y = 0.886. Obviously, this approximation is valid
only if the particles are independent (no magnetic interac-
tion among them).

3.6. Log-Normal Size Distribution

As'previously mentioned, volume distributions in granular
systems often follow log-normal-type functions:

11 In*(t,)
Pu(ty) = \/ﬁgexp[—#} (29)

where o is the variance around In(z,). In log space, by
using & = In(t) one has

[exp(en)]- Pulexp(ey)]
(30)

pei(e,) = [dt,/dey] - pylt,] =

which results in

1 exp(sn) _iz 1 25

P 202 — —6_20'2 31
N 2mo? eXP(Sb) G

ps”(sb) = W

=y N o . .
which is the normal distribution (gaussian), of variance o.

The contribution from the blocked particles for ZFC,
.F.q, and. TRM measurements, with the proper prefactors,
can be written as:

| pult)dt = [ pu(e,)de,=1-ERFle,0] (32)
t &
where the error function is

ERF[e, 0] = 2 de (33)

1 &
—/ e 2
V2ma? J—o
Some algebra is necessary to get such contribution

Pt = S W = S (34)
b P (fp) = 20 —m= ————¢ 20
! V2 02 2mo?

then, by using #, = exp(g,) and p,,(t,)dt, = p..(g,)de,:

ty- poy(t)dty, = 1/(2m0?)' exp(e,) ps (£,)dey,
= 1/Q2ma?)"*exp(s,) -exp[—&*/20%]ds,
(35)
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that can be rewritten as

ty- Pu(ty)dty = 1/(2ma?) P exp[—(1/207)
(61-20%,)]ds,
1/2ma?) ?exp[—(1/207%)
(ef—20%e,+ ")+ 07 /2)de,
1/(2mo?) exp[a?/2]exp[—(1/207)
(8, —0?%)*]ds,

(36)

In this way one can write
t
(/1) [ = ty-pu(ty) i, =exp(~e)

- / exp[o?/2]exp[—(1/207)- (e, —07)’]de,

= exp[c?/2]-exp(&)-ERF[(s —d?), 7] (37)
to finally obtain
(/0= [ 1y pa(t) dt, = exp(—e)
= /_Eoo exp(&y) - per (81) dey,
= exp[o?/2]-exp(—¢) -ERF[(e —0?),a] (38)

Figure 5 shows ZFC, FC, and TRM curves calculated
with the above equations. Curves are plotted as functions
of the reduced temperature, and were calculated for o =
0.1, 0.5, and 1, respectively, considering the same average
magnetic moment w. It is clear that when the size distri-

bution width (o) is increased, ZFC and FC curves'sep-

arate from each other at higher temperatures. This well !«

known effect, caused by the wider variation inparticle
sizes, can be explained in the following way: in the ZFC
curve the system departs from a fully disordered state, and
a fraction of particles will be unblocked at higher tem-
peratures, above the temperature of the maximum in ZFC
curve. These particles, that do not contribute to the raise
of the magnetization in the ZFC curve (because they are
randomly oriented, averaging its contribution to zero) can
contribute to the FC curve, because they are unblocked
and will be cooled with applied field H, . If the particle
size does not vary so much in the sample, as the case of
o = 0.1, practically all the particles will be unblocked in a
small temperature interval, and they contribute in the same
way for the magnetization in ZFC and FC curves. The
TRM curves are shown in Figure 5(d) for different values
of o, where one can observe that the temperature where
the remanence falls to zero occurs at lower temperatures
when o increases. One can also observe that all TRM
curves intercept at the inflection point, ie., T = (Ty) =
30 K in the presented simulation.
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When dealing with size distributions one needs to take
care in the conversion from diameter to volume (or block-
ing temperature), mainly when the distribution is not
symmetric, as in the case of log-normal, and the transfor-
mation is not linear. There are three quantities that can be
used for measuring a position in a distribution:

(i) The typical value, or mode, which is the position of
the density probability maximum;
(i1) The median, which is the position that splits the pop-
ulation by the half (50% above and 50% below).
(iii) The mean value, which is the distribution “gravity
center.”
For a symmetrical distribution all three positions have the
same value, but for assymetrical ones, they are different.
Let’s see how is done a transformation into a log-normal
distribution, given by:

In’ (%)

£(D) = -
D

—exp| — (39)

V2mal D

From this distribution one can easily calculate the mode:
(D) exp(~03}); the median: (D); and the mean value:
(D)exp(a5/2). Also, it is interesting to calculate a volume
distribution from the particles diameter distribution. Con-
sidering that f(V)dV = f(D)dD and V = D*7 /6, one has
dV /dD = wD?/2 and thus f(V) = (2/wD?*) f(D). There-
fore it is straightforward to show that the volume disper-
sion 1S just three times the diameter dispersion, o, = 307,.

3.7. Coercive Field

The magnetization curve for a system of magnetic mon-
odomains in the blocked state (7' = 0) was calculated by
IStoner and Wohlfarth,® and the values of the coercivity
can turn out to be rather large. Some assumptions are made
to perform the calculation:

'(i')lmonodisperse nanoparticle system with uniaxial
anisotropy;

(ii) random distribution of easy axis; and

(iii) coherent reversal of the magnetic moments of the
particles.

The magnetization curve thus calculated results in a rema-
nence equal to the half of Mg, and a coercive field (see
Refs. [46 and 50] for details),
2K
H:=0.48—
M

N

(40)

The effect of temperature on the reversal of the particles
was presented by Bean and Livingston for a single particle
of volume V. They considered thermally activated magne-
tization reversal at a certain temperature 7. In this way, the
maximum anisotropy barrier for thermally activated mag-
netization switching has the value 25k T. Therefore, for
T < Ty the particle has irreversible magnetization rever-
sal, because in order to occur a magnetization reversal is
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necessary to apply an external field to reduce the energy
barrier down to 25k T. The effect of the field in the energy
barrier is shown in Figure 1. The field value that lowers
the barrier energy to 25k; T is the coercive field, i.e.,

He Mg\’
KV(l—%) =25ky T (41)

By considering Eq. (7) and after simple algebra, one
obtains the expression for the coercive field of a single
particle of volume V:

2K 25k, T\l 2K T\'"*
Hoo=30 1" kv =w | \n “2)
S N B

However, this expression of the coercive field was
obtained by considerin just one particle with volume V.
The coercive field of an ensemble of such particles can be
obtained by considering the Stoner-Wohlfarth model (H
for T = 0 should be 0.48(2K/Mjy)) in the equation above.
Thus, the coercive field of a system of nanoparticles would

be given by
2K T\
H-=048—|1—{ — (43)
Mg Ty

Although this equation does not consider a size distribu-
tion, it is widely used in the study of magnetic properties
of such systems. The incorporation of the particle size dis-
tribution on the temperature dependence of coercive field,
H(T) is not an easy task, because net H. is not a simple
superposition of individual particle coercivities.

The H-(T) behavior considering particle size distri-
bution was recently described by a rather simple phe-

nomenological approach.”® In this model, both blqclkmg_

temperature distribution and unblocked particles contribu-

tions were considered. The coercive field of theiblocked '

particles is obtained by means of

2K T \'"
3‘04%[ _<<TB>T> ] “4)

where K is the anisotropy constant, Mg the saturation
magnetization, and (Ty), is the average blocking temper-
ature, which takes into account only the volume fraction
of blocked particles at temperature 7. Notice that (Ty); is
different from the average blocking temperature (7).

As any real system has a distribution of volumes (and
consequently a blocking temperature distribution, f (7)),
the total coercive field can be calculated by averaging the
magnetization of superparamagnetic and blocked particles,

M(T)
Xs(T) +[M,/Hcg]
where M, (T) is the remanence for different tempera-

tures and x(7) the susceptibility of the particles that are
superparamagnetic at a certain temperature 7. To obtain

(He)r = (45)
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H-(T) through Eq. (45), three terms must be evaluated:
M.(T), xs(T), and H5z(T), all determined from exper-
iments. For the last two terms, a good determination of
f(Tp) is needed, which can be obtained by the ZFC-FC
and thermoremanent magnetization curves as presented in
Sections 4.1 and 4.2.

Figure 6 shows the comparison between the experi-
mental H-(T) of a granular Cugy,Co,, ribbon and calcu-
lated curves obtained by different approaches and f(7j)
obtained from thermoremanent magnetization. The dotted
line is the standard and widely used Eq. (43), which indeed
works for well isolated and rather narrow size distribu-
tions. By considering the effect of the unblocked particles,
an excellent agreement is obtained at low temperatures,
where most of the particles are still blocked. The solid line
describes well the results in the whole temperature range.
This curve is obtained by taking into account both (T3),
and the superparamagnetic effect (Egs. (44) and (49)), i.e.,
by considering the temperature dependence of the average
blocking temperature and the superparamagnetic suscepti-
bility of the unblocked particles.

Finally; it is worth noting that several studies show
important effects of magnetic interactions on the coer-
cive field.”>” Interestingly, Kechrakos and Trohidou sug-
gested, by analising Monte Carlo simulations, that the
coercive field should decrease with particle density at
the low temperature region (7' < Ty), while at temper-
atures.near Ty the coercive field should increase. More-
over, a shift between the calculated and experimental data
was observed on the temperature dependence of the coer-
cive field for low nanoparticle concentrations.”® Similar
behaviour was also observed in a 7y-Fe,O; nanoparti-
cle system.” The appoximately spherical samples were
| obtained by means of a colloidal method, resulting in a
rather narrow size distribution. The strength of the dipolar
interaction among nanoparticles was controlled by diluting

2000
s0b: | H¢ using .<TB>
O Hg experimental
----- (Hg)r using (Tg)
e =B 1500
— (Hg)y using (Tg)r
300
= o
)
o ]
< 41000 o
£ 200 :E)
8 e B
100 1500
ol 1 L 1 L 0
200 300 400

T(K)

Fig. 6. Experimental and calculated coercive fields versus temperature
for a granular Co,,Cu,, sample. Reprinted with permission from [78],
W. C. Nunes et al., Phys. Rev. B 70, 014419 (2004). © 2004, American
Physical Society.
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the same original sample in different amounts of paraf-
fin, allowing the authors to systematically study the effect
of dipolar interactions solely, avoiding variations in com-
position, size distribution or magnetic anisotropy among
samples.”

The H-(T) curves calculated using Eqs. (44) and (45),
and f(7y) obtained from ZFC-FC curves (H =5 Oe) are
shown in Figure 7 by dashed-lines. The saturation magne-
tization considered® was Mg = 420 emu/cm? (bulk value),
and consequently the only free parameter of the fit was K,
that gave the value K = 2.9 x 10° erg/cm® independently
of the dilution of particles. As can be seen in Figure 7,
the agreement between theoretical and experimental curves
is good only for the more diluted sample. As previously
observed in Ref. [81], there is a shift between the theoreti-
cal and experimental data for other samples, that increases
with particle concentration, thus reinforcing the hypothe-
sis that this observed behaviour is related to interaction
among particles.

In order to obtain a better description of the H(7)
experimental data for the two most concentrated samples,
one needs to use f(7;) obtained from ZFC-FC curves
measured under an applied fields higher than 5 Oe. The
H(T) curves that gave the best agreement with the exper-
imental data are shown by solid lines in Figure 7. The
same figure shows the field values used to measure the
ZFC and FC curves, which provide the f(Ty).*!

The physical meaning of the results depicted above was
studied in more detail using the AM technique which
is based on the comparison of the isothermal remanent
magnetization (IRM), and the dc demagnetizing rema-
nence (DCD) curves.®? The IRM curve is obtained by
measuring the remanence from the initially demagnetized

E i

state and cycling the field between zero and a pro-
gressively increasing positive value; the DCD curve is
obtained by measuring the remanence with progressively
increasing demagnetizing field in a previously saturated
sample. It is expected AM = 0 for a noninteracting sys-
tem. However, while in the IRM the initial state of the
particles have randomly oriented moments, in DCD the
moments are aligned. As the effect of interaction depends
on the moment configuration, then the AM curve can
give relevant information about the strength of such inter-
actions. For example, the obtained results of AM for
different y-Fe,O; nanoparticle concentrations are in agree-
ment with the demagnetizing role played by the dipo-
lar interaction,” as predicted by Kechrakos and Trohidou
by means of Monte Carlo simulations.** Thus, the shift
towards higher temperatures with increasing concentration
can be explained by the demagnetizing role played by the
dipolar interaction as observed in AM curves since the
H(T)and, ZFC-FC curves have different initial configu-
rations of the magnetic moments. %% 8

3.8. Time Relaxation

This type of experiment is useful to study relaxation
dynamics of system of nanoparticles at different temper-
atures. Equation (2) shows that the time dependence of
the magnetization of a system of noninteracting, monodis-
perse;»monodomain nanoparticles, with coherent reversal
of magnetization, should follow an Arrhenius law. We
will consider the case in which a narrow size distribution
is present and considering valid all the above mentioned
remaining suppositions. Because the magnetization rever-
sal occurs by means of a thermally activated process, it

I 1
400 Ma s1(¢--9) F ® S2(----) -, 2 S8 (- )
- - - Calculated (H = 5 Oe) ¥ Caledlated (H'=50¢) - - - Calculated (H = 5 Oe)
Ly — Calculated (H = 20 Oe) —— Calculated (H = 40 Oe)
L]
Al
\
300 | n
\
1
o) \
o) N
5 200 - Y
T \
\
\
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\
100 \
\
-
\
N
R
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Fig. 7. Symbols: H.(T) measured for samples of the y-Fe,O, nanoparticle system. The dashed lines (H¢); calculated using f(73), which were

obtained from ZFC-FC curves measured with applied field H =5 Oe. Solid lines: (H¢)y calculated for different samples using convenient values of

applied field. Reprinted with permission from [79], W. C. Nunes et al., J. Appl. Phys. 99, 08N705 (2006). © 2006, American Institute of Physics.
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is possible to find a universal expression for M (z) at dif-
ferent temperatures, leading to important information on
the characteristic relaxation time of the nanoscopic sys-
tem. The measurement can be made in two different ways,
both starting from the superparamagnetic state (tempera-
ture higher than the irreversibility temperature). The first
way consists on cooling the system without applied field
(ZFC) until the desired temperature is reached (obviously
lower than the irreversibility one). Then, an external field
is applied and the magnetization is measured as a function
of time. The probability of magnetizing each particle in
the direction of the field depends on its characteristic time
response, which is, in turn, related to the energy barrier
(Eq. (3)). Thus, the total response of the magnetization
will also be a function of the size distribution. The second
way is to cool the sample with an applied field (FC mode),
then removing it to measure the magnetization decay as a
function of time. Unlike the previous method, the energy
barrier is not modified by the presence of the magnetic
field, and therefore one obtains non-perturbed information
about the nanoparticles.

Owing to the size distribution, the expression- of /the
relaxation time given in Eq. (3) must be modified in the
following way:

T=1,)f(V)exp(KV /kgT)dV (46)
were f(V) is the volume distribution. Nevertheless, if the
time window is not very wide, i.e., around few hours,
and the size distribution is narrow; the exponential func-
tion will be non zero in only a small surrounding, so KV
varies between 26k, T and 33k, T, approximately.® If one
performs a time relaxation in the FC mode, after turning

off the field, one can write: -

(47)

M, T)=C(T)—S(T,t)M,In(t/7y) ",

where C is a constant that depends on the temperature and
the magnetic field at which the FC process was made and
S is magnetic viscosity. At ¢t = 7, the magnetization of
the system is C. This magnetization is directly associated
to the magnetization of the system reached after the FC
procedure; that is to say, its value depends on the contribu-
tion of those particles that are blocked at the temperature
in which the measurement is done. Magnetization mea-
sured in FC mode in “a well behaved” system presents a
monotonous and smooth behavior as a function of temper-
ature, so Eq. (47) leads to a universal law.

One can obtain an expression for magnetic viscosity.%
This is given by:

§— 1L oM(@)  (My—M,)

T My,oln(r) M,

f(kgTIn(t/7))kgT (48)

where M, corresponds to the initial remanent magneti-
zation and M, is the magnetization expected when the
thermodynamic equilibrium is reached (it could be zero
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in the abscence of magnetic field). The dependence of f
with temperature is practically negligible, thus the mag-
netic viscosity is proportional to temperature. This has
a great importance because it provides an important tool
that allows one to get information on the microscopic
mechanisms involved in the rotation of the particle mag-
netic moment, that could depend on the magnetic interac-
tions (among particles) as well as surface effects.®

4. INTERACTING SUPERPARAMAGNETIC
SYSTEMS

The superparamagnetic model shown in the previous
sections is widely used in the analysis of magnetic data,
usually neglecting interaction effects among nanoparticles.
However, in rather concentrated systems the nanoparti-
cles are close enough for interactions among them become
noticeable, affecting the macroscopic magnetic properties.
Although' substantial progress has been achieved in this
researchrarea, one of the major theoretical challenges still
to ‘be understood is the role of dipolar interactions among
magnetic, nanoparticles on the magnetic and magneto-
transport properties of such systems. Besides the funda-
mental scientific interest, the development of manageable
theoretical models is the paramount to the advance of
the next generation of magnetic recording media, whose
magnetic units (bits) are currently achieving nanometric
dimensions. In fact, there is a huge number of exper-
imental studies that have evidenced the crucial role of
magnetic interactions on the macroscopic physical prop-
erties, giving rise to intriguing results such as spin-glass-
like behaviour,®*° shift of blocking temperature,'':*! the
existence of a slight hysteresis in fully superparamagnetic
systems,*® the coercivity shift with concentration,’®%% %
the lack. of agreement between magnetic and structural
data®®9%% and specific signatures on the magnetization
dependence of the giant magnetoresistance.'® Furthermore,
Monte Carlo simulations have confirmed some experimen-
tal results,”> % despite the intrinsic requirement of several
approximations resulting in a wide variety of numerical
data.>-%

In granular nanomagnetic systems there are different
types of interactions among nanoparticles: RKKY* (present
when the matrix is metallic), dipolar, direct exchange
(among touching nanoparticles) or even superexchange.®” It
is extremely difficult to test theoretical models in real sys-
tems, because the combined effect of interactions, nanopar-
ticle shape, distribution of sizes and anisotropy axes, not to
mention surface effects and surface-core interactions.” %
In more concentrated systems, nanoparticles are touching
each other, fact that further modifies magnetic and magne-
totransport properties.”’- 100 101

“Long-range, oscilatory interaction among spins mediated by the con-
duction electrons, the name is due to Ruderman, Kitel, Kasuya, Yoshida,
who established the characteristics of this interaction.
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Superferromagnetism is a term that was coined to
describe a collective behavior in clusters of nanoparticles,
which results in a large effective magnetic nanoparticle.'*
This concept partially explains some observed discrep-
ancies between magnetic and structural data,*’12 but
is not complete enough to explain all the experimen-
tally observed behaviours. Generally speaking, two main
models'® 1% have been applied in the last years. In the
Hansen-Mgrup approach, a mean field approximation is
used to describe the effect of interactions.'”® The predic-
tions of such model agree with experimental data in the
highly concentrated regime, but seem to contradict several
experimental results.'® In the Dormann-Bessais-Fiorani
model the effect of interactions is introduced through
energy barriers affecting individual particles. This model
reproduces correctly the variation of the blocking temper-
ature as a function of the observation time window of the
experiment.” However, this approach oversimplifies the
physical situation, because it replaces a genuine, many-
body effect with a single-particle description. A strong
experimental effort has been performed in order to check
both models in the last few years 5 106-114

A different phenomenological approach, known as
interacting superparamagnetic model (ISP) have been pro-
posed and represents a further step in the full com-
prehension of these systems.®* This theory has been
applied successfully to Co nanoparticles on a Cu matrix,
both silver-encapsulated!'> and silica-encapsulated iron
nanoparticles''® and, more recently, in Ref. [117]. More
recently, another model was proposed to explain the tran-
sition from the superparamagnetic to the blocked state in
interacting nanoparticles. The proposed model considers
a simple modification of the random anisotropy model
(RAM) taking into account the concentration and ;size
of the nanoparticles, as well as the field dependence of

the magnetic correlation length.''"® By doing so a quan- ' *

titative analytical expression relating individualjand col-
lective properties of nanoparticle systems was obtained
for a wide range of concentrations.!'® Such a model
was already tested with success in different nanoparticle
systems.4°’ 118,119

It is worth mentioning that, despite the theoretical
approach to be employed, the experimental challenge is
the precise control of several parameters, such as the
crystalline structure, shape, concentration, size distribution
and chemical composition of the nanoparticles and the
matrix. A continuous effort has been made in this direction
and important results have been achieved.!?*!?> Once the
nanograins are obtained with a good chemical stability and
rather narrow size distribution, one can easily control the
intensity of the dipolar interactions among the nanoparti-
cles by different dispersions (with different concentrations)
in a non-metallic matrix such as a polymer or paraffin.**7°
Examples of such experiments will be given below.

As a matter of fact, usually the samples do not fol-
low the classical scaling law of superparamagnetism.®?
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The observed deviations are frequently attributed to
single-particle blocking effects and/or to random col-
lective interactions among particles. It is worth noting
that such discrepancies occur even at rather high tem-
peratures, where single-particle blocking effects should
be negligible. Although some samples indeed display a
superparamagnetic-like behaviour, the fitting parameters
are spurious. In fact, the results obtained from conven-
tional fitting procedures turn out to be unrealistic, as
clearly demonstrated by Monte Carlo simulations in a sys-
tem of Co nanoparticles with dipolar interactions.’® Such
behaviour has been attributed to the failure of conven-
tional models to include either the effect of magnetic
interactions®® and/or the temperature dependence of the
anisotropy constant.'?® It is worth stressing that extreme
care must be taken when magnetic moment values are
inferred from magnetization measurements. Indeed, spuri-
ous results can appear as a consequence of magnetic inter-
actions among nanoparticles and/or from the inadequacy
of the Langevin approach to treat systems with rather high
magnetic anisotropy. In other words, when magnetic inter-
actions, are present, a careful analysis has to be done in
order to obtain reliable results.

An overview of recent models on magnetic interactions
among nanoparticles will be given below, with some exam-
ples of applications in different magnetic systems.

4.1. Interacting Superparamagnetic Model

As previously mentioned, the development of analytical
theories to describe the dipole—dipole interaction in ran-
domly oriented granular magnetic systems is not an easy
task. Empirical models have rapidly evolved to describe
the hysteretic*® and anhysteretic®® properties of a system
lcomposed of superparamagnetic grains that mutually inter-
act by means of magnetostatic fields. These theories are
based on a sort of mean field caused by the presence
of Ineighboring magnetic particles, which, depending on
the field application procedure, can act as a magnetizing
field (giving rise to hysteresis), or as an additional torque,
which can be properly taken into account by adding a
phenomenological temperature 7* to the real temperature
(resulting in an apparent temperature, T, = T + T*).%
The role of this additional temperature 7* is to intro-
duce a disorder of the magnetic moments, caused by the
random dipolar field acting on each dipole, changing in
direction, sign, and magnitude at a very high rate'?’ (of the
order of 10° Hz). Thus, T* is not an arbitrary quantity, but
it is related to the rms dipolar energy e, throughout the
relation kT = &, where e, = au?/d>, d is the mean inter-
particle distance and « is a constant derived from the sum
of all dipolar energy contributions.!?!?° Using Nd*> = 1,
where N is the number of particles per unit of mass and
Mg = Nu, Mg being the saturation magnetization, 7* can

be expressed in an alternative form:
T* = (aN [ky)(n)" = aM [kyN (49)
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The ISP model considers dipolar interactions as a per-
turbation of the superparamagnetic regime. In this way,
interaction effects are taken into account by adding the
phenomenological temperature 7 to the real temperature
in the Langevin function (Eq. 19):

uwH

)f(M) e (50)

Because the hysteresis loops can be usually fitted using
a conventional Langevin function, one can relate the
obtained parameters, which are called apparent, with the
real ones, u and N:

1
y’app - <1 +T*/T>M

T*
Ny =14+ )V

The o and N values can be determined by fitting ‘the
low field susceptibility x(T) =dM(H,T)/dH:

(1)

(52)

=3k (=) +3 (53)
a
(T) EAVTE
where p is defined as the ratio:5
2 2
_ z _ (Mapp>2 (54)
) (Mhapp)

Following this procedure, one can obtain the true
mean magnetic moment as a function of temperature (the
detailed procedure is explained in Ref. [63]).

One of the main achievements of such approach is the

elucidation of the existence of a rather 1nterest1ng. mag-

netic region, called interacting superparamagnetic reg1me

(ISP). The ISP approach was extensively tested on Cu-Co !«

granular alloys,% but in such metallic systems onejcannot
exclude the presence of RKKY-like interactions among the
Co grains, fact that would hinder the real effects of dipolar
interactions. In order to overcome this difficulty, and to test
the validity of the model in other systems, the ISP model
was tested in two different granular systems: one consist-
ing of cobalt nanoparticles immersed in a SiO, matrix,
prepared by co-sputtering,''”-13° and another one consist-
ing of iron nanoparticles produced by chemical routes. For
the Co-SiO, system, the values of u obtained through the
ISP model gave the right tendency, but with values slightly
above those calculated from the diameter obtained from
TEM images.!!” This difference was attributed to several
reasons, one of which being that, due to the rather high
metallic concentration, interactions can be strong enough
to make the assumptions of the ISP model no longer valid.
Also, other instrinsic parameters, such as the rather wide
distribution of particle sizes could also influence the anal-
ysis of the data, and therefore better samples would be
necessary to make a more detailed study of the ISP regime.
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In fact, a system formed by colloidal nanoparticles
embedded into a nonmagnetic polymer is an interesting
framework to systematically study the effect of the dipolar
interaction, by varying the concentration of the nanopar-
ticles. Such idea was employed to study the magnetic
response of magnetite nanoparticles (mean size of 7 nm)
coated by surfactant molecules dispersed in paraffin in dif-
ferent concentrations.!*! The dilution used in that work
were 0.05, 0.5, 5, and 45% mass colloid/mass of paraf-
fin ratios, respectively, hereinafter named C005, C05, C5
and C45, respectively. Zero-field-cooling and field-cooling
magnetization curves were found to be extremely sensitive
to the effect of the interactions. As can be clearly seen in
Figure 8, for increasing particle concentration the splitting
points between ZFC and FC curves as well as the maxima
of the ZFC curves shift to higher temperatures, indicating
an increase in the effective energy barrier. A similar trend
was previously observed by Dormann et al. and in Monte
Carlo simulations.7- %6 132

M ~versus H loops taken at different temperatures were
fitted -simultaneously for the as-prepared (powder), C45
and 'C5-samples. The fittings were quite good in all
cases,’® but, as previously mentioned, good fits using
a distribuition of Langevin functions are not surprising,
but often the obtained size distribution parameters are
quite different from those obtained through structural stud-
ies. However, by using the ISP model, the fitting results
from magnetic data agreed quite well with the available

C005

C5

M (arb. units)

C45

Powder

| L | L | L |
0 100 200 300
T (K)

Fig. 8. ZFC-FC magnetization measurements of magnetite nanoparti-
cles with different concentrations. Blocking temperatures shift towards
higher temperatures when nanoparticle concentration increases. FC
curves in the irreversibility region qualitatively show the intensity of
the interaction. It increases when dipolar interaction increases. Reprinted
with permission from [131], J. M. Vargas et al., Phys. Rev. B 72, 184428
(2005). © 2005, American Physical Society.
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structural parameters.'*' The temperature 7* was found to

. —B— Hpc =20 Oe
decrease when T increases, as expected. 6.0x10-5 be

—0— Hpe =50 Oe

—A— Hpe =100 Oe
—O— Hpg =200 Oe
—%— Hp = 500 Oe

4.2. Effect of Interactions on the
Blocking Temperature

f(Tg)

Although for high concentrations of magnetic nanoparti-
cles there is no doubt that nanoparticle blocking processes
are not independent,'** there are some discussions about
the existence of spin glass-like or magnetic order in such
systems. However, many results claimed that the existence
of collective freezing or magnetic order is explained by
progressive blocking of independent particles.'>*!3 From
the applications viewpoint, the understanding of the col-

3.0x107°

lective behavior resulting from interactions can be very Fig. 10. Bilocliﬂng temperature dlstrlbut19n obtamed.from ZFC and
FC magnetization curves measured for different applied fields in the

1mp0rtaqt mn t}}e d.evelopment O.f new magnetic deV1ce§, Co, 5,(Si0,),4s sample. Reprinted with permission from [83], W. C.
because in applications such as high-moment soft magnetic  Nunes et al., Phys. Rev. B 72, 212413 (2005). © 2005, American Physical
materials, magnetic sensors, and improved nanocompos- Society.

ite magnets, the required volume fraction of nanoparticles

goes into the strong interaction regime. In this section we, 4| My— M ]/dT was used to estimate the distribution of

introduce a new model which can give important contri- blocking temperatures f(7}), and its corresponding mean

butions to the study of collective behavior and other fun- value, as ‘described in Section 3. The calculated distri-

damental questions of nanoparticle systems. butions for a Coys,(Si0,),4s sample at different applied
The effect of external magnetic field on the blocking fields are shown in Figure 10.

temperature has been considered for uniaxial magnetic Equation (55) was used to fit the field dependence of

systems by several authors.!¥”-!*® The simple analytical blocking temperature of Co,(SiO,),_, samples for three

expression usually employed is: different Co concentrations x (the same samples ana-

KV H\1* lyzed.in Section 3.4), see Figure 11. The fitting results of

Ty(H) = 5k |: - <F>] (55)  Eq. (55) to Ty(H) lead to a particle size much larger than

B k the one estimated by SAXS measurements,!'® but, on the

where the exponent « is usually close!® to 1.5.  other hand, the K, values estimated through the fit turned

Figure 9 shows the temperature dependence of ZFC and out to be well below those of bulk Co.''® As a matter of

FC magnetization measured for a Coy,4s(SiO,),ss sam-  fact, one can conclude that the conventional SP model is

ple measured at different applied fields. The derivative 1| |not a" geod approach to describe the magnetic behaviour
of the more concentrated samples, as was also observed in
. analysisI of the ZFC and FC curves and hysteresis loops.
All'the features inferred by the application of the conven-
tional superparamagnetic approach (i.e., lower k., larger
A (effective volume) and T values, respectively) sug-
gest the existence of coupling between particles, which

0.004

=)
€
g 80 440t |
= 0.002

440

70}
10
! ! ! —40 op 1 1 !
0,000 ES5 . . 0 200 400 600 0 500 1000
o 100 200 300 H (Ce) H (Oe)

Fig. 11. Field dependence of the blocking temperature for three dif-
Fig. 9. FC and ZFC magnetization curves measured for Co,(SiO,),_, ferent concentrations of Co,(SiO,),_, samples. Fits were done by using
samples with x = 0.45 for different values of applied magnetic field. Eq. (55) (dashed line) and the modified RAM model, given by Eq. (60)
Reprinted with permission from [83], W. C. Nunes et al., Phys. Rev. B (solid line). Reprinted with permission from [83], W. C. Nunes et al.,
72, 212413 (2005). © 2005, American Physical Society. Phys. Rev. B 72, 212413 (2005). © 2005, American Physical Society.
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can be considered using a modified random anisotropy
model (RAM). According to this model, the anisotropy is
averaged to an effective value K., within the correlation
length due to the magnetic interactions, whose magnitude
decreases when the correlation length increases due to a
statistical random walk effect. Thus, for N coupled par-
ticles, the relevant parameters for the magnetization pro-
cesses are given by Kz = K/N'?, A=VN, and Ty =
K.V = N'/2KV. This model was originally developed
to explain the magnetic properties of amorphous ferro-
magnets (and afterwards soft nanocrystals embedded in a
ferromagnetic matrix)!4*42 and, consequently, modifica-
tions are required if one wishes to apply it to nanoparticles
dispersed in a nonmagnetic matrix, basically taking into
account the volume fraction x of nanoparticles. Two sim-
ple modifications of the RAM expressions for K ; and V.4
that account for above mentioned points are

Kar=k/NN: A=Z[D+x(L’=D)] (56)

where N is the number of correlated particles, and D is
their diameter, i.e.,

N =[1+x(L* - D%/D?] (57)

Both expressions tend, respectively, to the anisotropy
and volume of an individual particle when interactions
are very weak and L — D; on the other hand, when
L > D, they tend to the usual relations used in the study
of correlated nanoparticle systems. Michels et al.'# evi-
denced, by means of small-angle neutron scattering, that
the correlation length of Ni and Co electrodeposited nano-
crystals decreases with increasing applied field. This result
is reasonable, since L is a measure of the averag,eldlis-
tance over which magnetization fluctuations are correlated.

The experimentally observed correlation lengthi can be '

expressed as a function of the applied field as i1k

L, =D+ 2Aeff
H — MS

(58)

where A, represents the interaction intensity which, for
nanocrystalline alloys, is the intergranular exchange con-
stant A.'* Usually, the distribution of sizes and distances
implies a distribution of the strength and the orientation of
the interaction, which would rather lead to a “correlated
superspin-glass-like” state.''® In such case the use of the

following expression is more effective:'*

L,=D+ 2Aeff
e M¢H +C

where the parameter C assumes a value that is not totally
arbitrary, but it is related to the rms strength of the dipo-
lar interaction. One expects the parameter C to be close
to zero for systems of particles clustered together and to

(59)
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increase with the progressive dilution of particles, reach-
ing a value C ~ 2A_4 — M¢H for a system composed of
non-interacting particles.''®

By substituting the anisotropy and volume of individ-
ual particles of Eq. (53) by the effective anisotropy and
particle volume, respectively, one can calculate the field
dependence of the blocking temperature for coupled parti-
cles in terms of the structural parameters of nanoparticu-
late systems:

- Km[D? + x(L3, — D%)]
B 6% 25ky[1+x(L}, — D3)/D3]'2

(el D3)/D3]]/2)]1.5(60)

Equation (60) was employed to fit the experimental data
of Figure 11, with L, given by Eq. (59). The fits, rep-
resented by the solid lines, were carried out by using the
éxperimental D values (previously estimated by SAXS!!),
Mg '=1420 erg/cm® (the bulk Co value), and A = 3.1 x
10" .ergfcm', and K and C as free parameters. Equa-
tion (59) provides a very good description of the field
dependence of Ty for all samples by employing K values
of the order of magnitude of the bulk anisotropy of Co and
in agreement with its expected particle size dependence.'®
Furthermore, the C values employed in the fit lead to L,
that is L, for zero applied field, values that are consis-
tent with lits expected concentration dependence, i.e., they
increase with increasing Co concentration.''®

Many results suggest that it is possible to indi-
rectly detect the formation of a collective magnetic state
arising from the dipolar interactions among individual
parti(_:lels.41 Such magnetic ordering has been called “super-

| . . . . .
ferromagnetism” in cases where the dipolar interaction

leads to ferromagnetic-like coupling among the magnetic
_e_nlities.”’3 The compact array of nanoparticles leads to
a ferromagnetic coupling among the nanoparticles, how-
ever the correlation length due to the interaction is still
quite short around the blocking temperature. This explains
why the properties can still be reasonably described in
the framework of independent “particle clusters,” after
a renormalization that takes into account the correlation
length. Furthermore, such renormalization approach can
be applied to the thermal demagnetization process from a
saturated state where individual relaxation must also take
place, because the field dependence of correlation length
is considered.

In the case of the 2D arrays, the rather organized
arrangement of the self-assembled nanoparticles reduces
the complications introduced by positional randomness,
typical of other nanoparticle systems, such as granular
solids. Moreover, these systems provide an excellent set-
ting for studying the influence of the collective behavior
of nanoparticles on the magnetization process. The study
was performed in samples containing 2D arrays (prepared

J. Nanosci. Nanotechnol. 8, 2836—-2857, 2008
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Fig. 12. ZFC and FC magnetization curves, measured under a field of
20 Oe for both monolayer sample and diluted nanoparticles of y-Fe,O;,
respectively. Reprinted with permission from [40], M. Knobel et al.,
J. Non-Cryst. Sol. 353, 743 (2007). © 2007, Elsevier.

by Langmuir-Blodgett technique, LB) and 3D (by dilution
in paraffin wax solid solution) dispersions of colloidal iron
oxide nanoparticles.*’

Figure 12 shows the ZFC and FC magnetizations (as an
example, measured under applied field of 20 Oe) for the
samples in which the Fe;O, NPs are diluted in paraffin
wax forming a solid solution and in a LB film, respec-
tively. The distribution of 7y and the mean blocking tem-
perature (7;) were calculated by the derivative of the
curve resulted from the difference between the Mg. and
M- magnetization for several values of applied mag-
netic fields H. The field dependence of (7g) is shown
in Figure 13 for both studied samples. The magnetic
properties of these samples were analyzed by using the

®  Paraffin
24 - u] Monolayer

""""" Noninteracting model
Interacting model

0 200 400
H (Oe)

Fig. 13. Field dependence of the blocking temperature for both mono-
layer sample and diluted nanoparticles of y-Fe,O;. Fits using Eq. (55)
(dashed-dotted line) and the modified RAM expression, given by Eq. (60)
(solid line). Reprinted with permission from [40], M. Knobel et al.,
J. Non-Cryst. Sol. 353, 743 (2007). © 2007, Elsevier.
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nanoparticles coupling model (Egs. (58) to (60)). In order
to obtain the values of Mg and K of the nanoparticles, the
Ty versus H curve of diluted sample was fitted by using
the superparamagnetic description, Eq. (55), and average
particles diameter obtained through TEM.

The dashed line in Figure 13 is the result of the best
fit to the Eq. (55), by using a = 1.5, K and My as free
parameters and the particle diameter D = 5.8 nm (extracted
from TEM images). Both M, and K obtained from the fit
agree rather well with the values usually observed in iron
oxide NPs.”

It is worth noting that the (7y) versus H behaviour of
NPs forming a 2D array is quite different from the diluted
3D sample. The 7 of the LB film has a good agree-
ment with the noninteracting model only at high applied
fields; at low fields, T shows a sharp increase. This result
suggests the formation of a collective magnetic state aris-
ing from the dipolar interactions among individual parti-
cles. In-this case, the magnetic properties of the system
are characterized by a cluster size given by the correla-
tion(length that is field dependent, see Eqgs. (59) and (60).
Asal consequence, a collective reversal of the magnetic
moment of the nanoparticles in the LB film may occur,
leading to higher blocking temperatures for lower applied
fields. However, under a higher applied magnetic field an
individual reversal of particle magnetic moment arises, as
in the diluted NPs sample (Fig. 13). In other words, the
size of the cluster of monolayer sample decreases with
the applied field, reaching the diameter of the individual
nanoparticle when the applied field overcomes the dipolar
interaction field, as expected.!'® As a matter of fact, the
interacting model provides a very good description of the
field dependence of Ty also in the case of 2D array, leading

| |to_roligh estimates of A.; due to dipolar interaction.*

5. THE ROLE OF THE SURFACE

As previously mentioned, surface effects can be very
important in systems of nanoparticles. With decreasing
particle size, the fraction of atoms that lies near or on the
surface increases, making the surface effect more and more
important. It is estimated that in a 3 nm diameter parti-
cle 80% are surface atoms.> '#¢ Also, surface effects can
be observed not only on small particles, but also in larger
particle systems, depending on the chemical composition
of the nanoparticles, their crystalline state, among other
intrinsic parameters.

The surface effects result basically from the break
of symmetry of the lattice at the surface of the
particles,* 147-198 which leads to site-specific surface
anisotropy of unidirectional character, from the broken
exchange bonds. The low coordination number on the par-
ticle surface affects the magnetic behaviour on the surface
and could propagate within the particle. Such influence
can manifestate strongly or weakly, mainly depending
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on the temperature at which the experiment is made.
For instance, some experiments'*'® and Monte Carlo
calculations'>! show that the Curie temperature decreases
with decreasing particle size. Therefore, the magnetization
near and on the surface is lower than the in the core of the
nanoparticle. This effect was indeed reported in magne-
tization measurements of y-Fe,O, nanoparticles.'>> High-
field magnetization measurements of y-Fe,O, (Ref. [152])
and Co (Ref. [153]) show an increasing of nonsaturation
tendency for small particle sizes. High-field open hystere-
sis loops were observed, and they were attributed to the
high surface anisotropy. High field magnetic relaxation of
a sping-glass-like surface state was observed in Ni-ferrite
particles.!3* 15

Many of the systems that exhibit surface -effects
could be described by a core—shell model.®-% 148155
This model considers each particle as composed of
internal magnetic ordered core (with ferro- or antiferro-
magnetic ordering), that can be described by, the Stoner-
Wohlfarth relaxation model; and a disordered. shell of
spins, that interact among them and the particle core.
This model satisfactorily describes the observed features
in magnetization measurements of ferromagnetic-like®*3
(FeNiB and CoNiB nanoparticles) and antiferromagnetic-
like systems'>® (NiO). At high temperatures two contri-
butions to the magnetization are observed on the M(H)
curves, one superparamagnetic-like, that saturates accord-
ing the Langevin law, and another one that does not sat-
urates and displays a linear behavior, associated with the
external shell. When lowering the temperature a strong
increment on the magnetization value is observed, product
of the ordering of magnetic surface spin in small clus-
ters due to the short range coupling. At low temperatures,
near 7 K, the ZFC curve shows a maximum, while the
FC curve increases noticeably.®® The hysteresis 1oops show

. . # i
an anomalous shape on this temperature regime-(near and

above 7 K), that leads to unexpected coercive|figldiand
remanent magnetization behaviour. In addition, time relax-
ation measurements show, at low temperatures (near 7 K),
two components,®® which reflects in a pronounced step
on the thermal viscosity. All experimental data have been
reproduced and interpreted within the core—shell model by
Monte Carlo simulations. When the temperature is low-
ered, magnetic clusters grow, increasing the total magne-
tization. At low temperatures the effective anisotropy is
strongly increased due to surface anisotropy on the surface
clusters. The thermal effect becomes less important, lead-
ing to the competition between the local surface anisotropy
and the ferromagnetic short-range interaction. Such com-
petition originates a glass like behaviour that manifest
itself on the ZFC-FC and hysteresis measurements. Fer-
romagnetic Resonance studies performed on this FeNiB,
CoNiB and NiO systems also reflect the surface effects.'®
The experimental results show a strong increment of the
effective linewidth at low temperatures due to the sur-
face anisotropy. In addition, the resonance field falls with

2854

the increment of the magnetization, owing to the polariza-
tion of the core by surface clusters. Thus, the field neces-
sary to get the resonance condition becomes smaller than
expected.

For small nanoparticles the surface effect must be con-
sidered to estimate the size dependence of the effective
anisotropy, presented in Section 2. Usually, it has been
considered as an effective anisotropy term given approxi-
mately by the following phenomenological expression:

K K, + 6 K (61)
eff — BV < D> S

Such expression has been extensively applied in to take
into account the effect of the surface on nanostructured
systems, with rather good success in most of the cases. In
fact, surface effects can be important even when dealing
with bigger particles, and a careful analysis is necessary to
properly separate the effects of structural disorder, inter-
particle interactions and surface contributions.

6. CONCLUSIONS

A brief review on the basic concepts and experimental
techniques related to granular magnetic nanostructures was
presented, with emphasis in a rather didactic presentation.
The transition from ideal model systems to real ones was
gradually introduced, by taking into account the effect
of the distribution of grain sizes and the important role
played by the surface, mainly in very small nanoparticles.
Also, a discussion on the role of magnetic interaction,
mainly of dipolar origin, was presented, and an overview
of recent models that consider such intricate interparticle
,interactions were discussed with some detail. It is worth
mentioning that a full understanding of the magnetic prop-
erties of granular systems is still far from being complete,
and many challanges need yet to be overcome in this fas-
cinating research field.
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